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1B 4B &4+ 247 Corpus/Corpora

BB A B # ARt R, ARIEIE T R FEN, AR FAE
MR ART E, F— A IES IRILE MR TFIRE. (3
M, WA Z, <ERELS#IED, 2017)
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RAAEA & FAF AT S 0 52054, X B R 2 of — 42 B HIAT
E, FTEE, TATHAMAALIERR. (ErdF, <GEREHE
FIREYD , 2012)
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1 ENGLISH
CARE AND CLEANING INSTRUCTIONS
1 Immediately after having removed the
protect“we ﬁy\m th; su‘;\“acer‘\s esvpec‘\ally ﬁ E} LP I § 1 3
sensitive to scratches.
2 To increase the surface’s resistance, 41 "% 3.4 Spicy Hot Pot
wash it with a soft cloth damped in a
mild soap solution (max. 1%). Note! Do
not use cleaners containing alcohol or 42 ﬁ! Tonic Diet i Herbal Cuisine
abrasives.
2 3 Wipe the surface dry with a soft cloth. 8
43 Grill Barbecue J 3 kY
5 EPRRI e KRG G 2 0530 36 ST P S MRS
(A% : =
44 [ Sour 9 =] ﬁ H gﬁ E E
45 | & Sweet
the use of English in public service areas—
3 S 46 | M Hot 5 Spicy rt 9: Accommodation and catering
47 | =48 Rare
48 | A Medium
49 | 4R Medium Well
4
50 | +4R(2R Well Done
|®
ER
D::iEgAn afnsd Q‘éal.l‘/
et 51 | ¥t® Rice
52 | E& Noodles
B .
X ) e 23 53 | frmE Lamian Noodles
1 fﬁmglz TR R ettt i gl’ﬂ FJE’ £l ]
. . BRERE AR s - BO| RAE HBUEE NS A0l | ;
2 pr@mroRman OREGETEE | ) hansareene GReASRESE | OHUL oo 54 | JIMITE Daoxiao Noodles
(BX1%) *ﬁ@i %rjﬁafﬁ. R REER REBALOREA M 518 FAEFEZER 2 B9 Hgg aﬂsre‘ﬁj & HEIqiE (I 1%
BTN, LR A0 R - HIY)2 XAl HC2iR MO2 BEE SO .
3 R GRERT s Bhanoan. .RlT-’?‘—fll‘q‘Qri% £ dis B e 55 | K& Rice Noodles
AREHR| O 2.
ATFEWES , B2, RTRERGARRA HER_%- 3 Ojg He2 29 #7|& SotiMs. 56 "ot Huntun 8% Wonton
YYD Al 20E WIS L.
57 | ¥t Pie
58 | Bl Delicatessen( 2 7] filj f Deli) 8 Cooked Food
59 | B Cakes and Pastries




B Fumm elemems Il

BFRLE The function elements symbolise the inputs of the IS & RPNOZMuL i (AR -

# L10n best practices_L10n_best_practi PNOZmuli.

Function elements can, for example, be switches or  fllul, ShiEblenf BLE 4% FIPNOZmul ti L0 A IF Yoo
.

‘ buttons that are connected to the inputs on the

\j A1 14 A} p E PNOZmult.

N The safety outputs are switched as a function of the % 4-fi i {i ViR AR W DI A7 D).

‘ ) state of the inputs.
‘ Chapter 3: a5
The Modern Translation Pipeline B
Introduction LY
Traditionally, translation management was very HF . BRI P 5 B R LA
ivedd

labor- 5
9 Unified Access Gateway Admin Ul e NI AT R ) ST (uT)
10 Login ik

11 Select it

12 VMware Vware

13 Unified Access Gateway i LGP

14 Admin Username HRWH P4

15 Admin Password LS

16 Old Password 198

17 New Password i

18 Richard is a translator.

19 Lily is also a translator.

20 Richard was born in 1979,

21 Jason is a translator.

22 He was also born in 1979.

& wie 23 Lily was born in 1983. 19834F.
=1} 24 hiSoft is a premier global IT outsourcing service BAAITTIMUNR S ROt .
provider.
B Xt 25 https://www.pactera.com/ https://www. pactera. com/
ams hiSoft is a premier global IT outsourcing service ARSI ITIMU IR SR . EPIRE

7 GRE 26 provider, with operations in China, Japan, US, N g R UET

N Singapore and Mexico. 5 5 Ho s
8 #FcZE 27 Now Richard, Jason and Lily all work in hiSoft. BUAERR T, AR BN S 41
) 28 BackipMyPC R
- )\ % ] > - |
% % |
W2
>

Excel & #% CAT LA

RXARIE WERE  BEREE & BREH
Dashboard  {X&&#R ERIER/ER S ERNER  UERE
Log in R BEA 176310 N ER0AE
Settings ita 1 8E IR Fxg

Notification B4l IREEBE AFEER HEHL
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B4 R MR R AR

o %7 B ( Brown ) % [E 3%4E1E4E ( F. Nelson#2H. Kucera, #7088 E )
o LA KFRIFEIBEERE (IDEST, LB RFEHETF )

o MIEFRATIERE (WRE—NFERE, XE /A4 KRS, Mona Baker )
o &[5 E TR (BNC)

o £ E BXREEEHRE (COCA, £ BB H K FMark Davies )

o AR EERE (FTHERIEST XFERS)

o AR mIERE (LFAEERSY, EadE)

o # i =M AL G i ATIERE (LI RGR R )

o XA EFTATERE ( LB K, A9

o W EFMAEIIRETATERE (G4 EEFIR )

o RFXEFARATATIBRE (LY HRIFTEKRF, B
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o RRMNINATATIERE (1242837, 200 BMIES )
e TAUS Data (70012815, 22004M& & #t )
e MyMemory ( https://mymemory.translated.net/ )

o
e

& mymemory.translated.net/zh/

FEIEETEE. © 2ausEs I oEARStA. @ S8 |Digitalized.. ) AFEHUET (. @ DeeplEE @ mo—= 8 cprar

MyMemory EJZ APl ZF MyMemory &

I 1 ! | | s by translated LABS
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KWIC/concordance search X##iRZ5|: FEiE/EIER_E T ERZEG
Word Frequency lists i@$@53&: RakiRZEME HIMATREL

Collocation analysis f&fies3#r: EMEHIBIRREXR

WordList i3 : ZEFEEIEBAINFYHEENARER, FitEXAEFFILE.
A LA AT ERRESE M EREIANIERZE

POS tagging if{##RiE: (Part-of-speech tagging) XJIEHIERRIERIREZIE
NF ETIGHITIRG, BitmEEEM

Keyword analysis <R3 #r

Term extraction ARiE}ZHEY
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Corpora | Li | Le | reaches | Benz Inc
pku Z | K| Bk | #FH | AF
msr 2R EBY I AT

g E | 7L | AF
cityu B 2E | HE | K/F

Table 1: Illustration of different segmentation cri-

teria of SIGHAN bakeoff 2005.
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Step 1: FKEMEE b A ——4 ZWIPO3 35 &

https://patentscope.wipo.int/

| [P Portal J
= WIPO mE v mx v EEERTIPES

F01 > PATENTSCOPE > 1%

Rim BEY N v IR~ it A=
PATENTSCOPE & Baie =R

15 EI LUBI PATENTSCOPEIRZR1.252 £ R, HAEE23FEAHMNEIREFIFE (PCT). AHER

EPRE A EE41/20258] (20255E10H9H) MAMXBEER. T REFRA#E42/2025H8F F20255108 168 2HAMNE . =8

# B PATENTSCOPER) B33 HAIHAE

PATENTSCOPEFE£EHIX : & 2H—M13:00E17:00 (CET)

FH I e e T mm e e e

B large language models
1. 118939848 ETAIESHEIMASLUEENIESHIMIELRIERS 12.11.2024
EFF4% GOBF 16/903 () ERIES 202411407256.4  ERiEA BOYUN VISION (BEIJING] TECHNOLOGY CO., LTD.  4&BAA CHENJIE

_ Ztﬁﬂﬁ%ﬁt—ﬁ%?kié%‘tﬁﬂﬁﬁ%ﬁiﬁfiﬂ'ﬁﬁ%@‘l&ﬁ}%ﬂﬁﬁéﬁ, REPMEILEZSTKNESER, DESFEMTEIERS2MMNASEIEBRNXLEXNESIER, ERES I RSHEEL

BERARMESIETERURE, BPNREGHEAERLEAESHAEEARREYNE, FRRIEMSEYEENARIGEES, HMERKEBERERMeHKITAIESS
B, HAEBNERSEESTEIEPRONETHE, KREERDAER, REBVEABZIRKESERHTERHE, M3 7T ARAXESREZEMNHEKEE, ELIEERRERN
RTHEEXERRREZEZNEH, BNR4ETRFRIESREMERRDEENTE,

2. 119443049 yztlﬁﬁ,ﬁ\ B, BFEFUNEFENR 14.02.2025
H CHENG LABORATORY  %&BHA FENG XIAOCHENG

RERIELHEGIRM T — M AR S A KB, %¥1§§u&rf§f‘iﬁ, BFATSERERMES, ZAEE1E: BRNINGLENNEXYREESIHAZTTUSM B SRS, B
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Step 1: FKEWIE L b A== A7 0 R b3 A

WE

[EN]) The embodiment of the invention provides a text processing method and device, electronic equipment and a storage medium, and
belongs to the technical field of artificial intelligence. The method comprises the steps that obtained to-be-processed initial text information
is input into preset large language models, initial features correspondingly output by all the large language models are obtained, and the
large language models comprise target large language models of different model structures and a plurality of heterogeneous large language
models; based on each vector conversion matrix corresponding to the target large language model and the model structure of each
heterogeneous large language model, performing mapping processing on any initial feature to obtain a mapping feature corresponding to
each large language model in the same vector space; and determining a target feature based on the plurality of different mapping features,
and performing inverse mapping processing on the target feature based on the target large language model to obtain target text information
corresponding to the initial text information. The accuracy of the output target text information can be improved.

(ZH) =ERIELBFIRME T —MXALIEGE. KE. BFEEUAFENR, BT AIZEEARTE, ZFE81HE: FRRANGLIEN
BN AEERFNBAETNEHABSEEAR, FIAZPMRESEANNREHINTBRIE, KESENGEREAEMARNBRKESE
PNZNMRERXESERE, ET5ERAESRELURESNRAANESRENRESEHNNNS I aERIRERE, MEE—MIBFEE#
TIRGE, BEITER—MEEE FEIMAESRENNEIRIMFIE;, BT ST FRNRSSIERE BMIE, FETEMAESRENY
BB TR MR, BEIVENAGERMNNNBERYAE R, ARIFEBIESELNBRNAERHERE.

[=

B LM ZHxt

LLM EN ZH.xIsx I



Step 2 A ERE, FARIEXH

- https://auth.sketchengine.eu/#login

- Bk 48 72 sketch engine K5 free trial, % 5% 1¥ 30 X

CREATE CORPUS

CREATE CORPUS

Build your own private corpus from texts on the web or from your own documents.

Name | LLM_EN_ZH I

Corpustype (O Single language corpus

@ Multilingual corpus I

Storage used: 645 of 1,000,000 words (0%).

BACK NEXT


https://auth.sketchengine.eu/#login

Step 2 0|2 iBRLE, FANIE I

CREATE CO RPUS Al-tech, Chinese Simplified

ALIGNMENT

Aligned documents

Parallel corpus from aligned texts.

tmx, xliff 2.0+, .xIf 2.0+, .zip

(o)

p
el —)
oy
—y

Non-alighed documents

Parallel corpus from texts which are not aligned but
are translations of each other. Sketch Engine will
align them automatically.

.doc, .docx, .htm, .html, .pdf, .txt, .zip

FERZITTAGES M, LLan xIsx =4

LEARN TO BUILD (4

BACK

| The method comprises the steps that obtamed to-be-processed

3 [large language model,

English Chinese
The embodiment of the mvention provides a text processing RSB T — AR, RE . BT
VR LA, BT AN LE R AR .

method and device, electronic equipment and a storage medium,
and belongs to the technical field of artificial intelligence.

initial text information is input into preset large language models,
initial features correspondingly output by all the large language
models are obtamed, and the large language models comprise
target large language models of different model structures and a
plurality of heterogeneous large language models; based on each
vector conversion matrix corresponding to the target large
language model and the model structure of each heterogeneous

VI AR SRR ) o A PR W46 SCAE 43 )
R AR TR R SR, AR S AR
FEG B FIARRFAE, R 5 A (S AR A 25 4 A [R) B
ERZPNTE LI APNTEEY LB

performing mapping processing on any initial feature to obtain a #F5 B #7 /18 S A L GG B8 S =AU
mapping feature corresponding to each large language model in 5 ¥y 5t B 1) %4~ [ B AR FE, T B — MRS
the same vector space; and determining a target feature based on fiEHE/TRRETALFR, RAER—mESE FEHIKIES
the plurality of different mapping features, PR e B2 1 B SR AR AL 5

and performing inverse mapping processing on the target feature 3 T £ A [G] B L SR 5E B AR4F(E, HET HER
based on the target large language model to obtain target text  KiE ZHA G HAFEFEBH T ST AT, BRIV
information corresponding to the initial text information. KRB HRCAEER.

The accuracy of the output target text information can be
improved.

A FIiE RERS IR mi i O F AR SOA (S B RTETR .

VL] F Fp AL 2T 51 excel F A%




Step 2 A ERE, FARIEXH

Build your own private corpus from texts on the web or from your own
documents.

CREATE CORPUS v @

CREATE CORPUS > ALIGNMENT > UPLOADDATA > SETTINGS > COMPILE

Name LLM_EN_ZH

Corpustype O Single language corpus Each language in the source file will be processed into a separate monolingual
@ Multilingual corpus corpus and aligned with the corresponding corpus in the other language(s). Below

you can change the corpus names and/or the automatically detected languages.
Storage used: 360 of 1,000,000 words (0%).

Corpus name (English)  LLM_EN_ZH, English
BACK Corpus language (English)  English -

Corpus name (Chinese)  LLM_EN_ZH, Chinese Si...

Corpus language (Chinese)  Chinese Simplified -

A A AER R




Step 2 0|2 iBRLE, FANIE I

CREATE CORPUS
COMPILE
LLM_EN_ZH, English (English) () e e
LLM_EN_ZH, Chinese Simplified (Chinese Simplified) @ e @

LEAVE

) B IRX T
RECENTLY USED CORPORA

LLM_EN_ZH, i —
176

English English N

LLM_EN_ZH, Chinese o .i.

Chinese Simplified Simplified




Sketch engine i &L K3/ 4k

DASHBOARD | um_en_zH, engiish e Word sketch ‘iﬁ] | —%‘ﬁ-
B A B A AT
vz v ETC | g g i o

Word Sketch ® Word Sketch Difference N
Collocations and word combinations 0] Compare collocations of two words E’I’]ﬂ v o
e — Thesaurus == Concordance  Th r ]'ﬁ] X —iﬁ] .
- Synonyms and similar words = = Fyamples of use in context esa u u S .

=e= Parallel Concordance = Wordlist ° }ﬁ_‘:j:;ﬂ}_:;}i Igj %ﬁ ’ 4??]'] ﬁ}:ﬂ :'j:
ZeZ Translation search l,: Frequency list _5 ,ﬁ; EH— ﬁ E'] 1'3] ﬁ lé]/'] ’I‘F] /)-to

N-grams gz Keywords » Wordlist 17 i 51| %

Multiword expressions (MWESs)

Trends =’ Text type analysis o KeyWO rds %%iﬁ] *i%%

Diachronic analysis, neologisms Statistics of the whole corpus

4 OneClick Dictionary 13 Bilingual terms

Automatic dictionary drafting

Bilingual terminology extraction




Sketch engine #7it K3k

. Parallel Concordance 3 &2} 4%

DASHBOARD |umz © ® B 2
LLM_ZH RECENTLY USED CORPORA

@ Word Sketch © Word Sketch Difference LLM_ZH Chinese Simplified 2 | B
Collocations and word combinations © Compare collocations of two words
LLM_EN English 155 | B
o= Thesaurus =.= Concordance
== Synonyms and similar words = = Examples of use in context

PARALLEL CONCORDANCE  uMEN zH, chinese Simplified 2
Wordlist

Frequency list — simple 25 @4 2 ¥ © € X adigmy O Yy

22,346.37 per million tokens @ 2.2% )

=®= Translation search

== Parallel Concordance l

N= N-grams ParlaTalk corpora = = £ B8 - Mm + = + LLM_EN_ZH, English
= Multiword expressions (MWESs) Terminology extr 22 corpora of parliamentary debates in 20 lang
updated <s>EFEBIRAESBR UL E N FH  <s> based on each vector conversion matrix
. KiES SR SR S R N R D RE R corresponding to the target large language model
Trends #y Text type analysis _ _ _ and the model structure of each heterogeneous
’.’ Diachronic analysis, neologisms " Statistics of the whole corpus OPEN CORPORA ;ﬁ *EBE ) ?TJ E% - /l\ ?Dth‘:‘ !ﬁfﬁE i&h’ M 5& H

. BB 7 S S TS A large language model, performing mapping
E_ryﬂlg*ﬁ%ﬁggBﬁj\ @ doc#0 u JiREITE R "lg E=lE PAIWBESE|R processing on any i-nitial feature to obtain a mapping
4 OneClick Dictionary SAY Bilingual terms / B R BY BRET 4 ; </s> feature corresponding to each large lénguage model

Automatic dictionary drafting Bilingual terminology extraction in the same vector space; and determining a target
feature based on the plurality of different mapping
features, </s>

<s>EF 5B AKES R UL S B  <s> based on each vector conversion matrix
KBS R A KRR i W M S P s corresponding to the target large language model

- d the model structure of each heterogeneous
5 = N = 2T M4 o |\ an g
B, R ™ ¥036 HHE 21T BT 2052 large language model, performing mapping

doc#o - 9EI TE F— A% =& T & T KBS HE processing on any initial feature to obtain a mapping
FHRZ B9 BRET 45AE ; </s> feature corresponding to each large language model
in the same vector space; and determining a target
feature based on the plurality of different mapping
features, </s>




Sketch engine: %4#17. #E3 ( A HFMHARE)

KEYWORDS LLM_EN_ZH, English WORDLIST LLM_EN_ZH, English
word

? ?
SINGLEWORDS v/ MULTI-WORD TERMS +/ Word ST Hord Frequency "

the 16 o= initial 4 e

° reference corpus: English Web 2021 (enTenTen21)
language 9 eee mapping 4 eee
Lemma Lemma large 9  ees feature Gy OU
to-be-processed processing ] g eee information 4 e
heterogeneous coc initial oo target yAT corresponding 3 e
correspondingly comprise of 7 e g ox
plurality target model 6 ses based 3 e
mapping invention to 6 eee each 3 oo
inverse oo language T . 6 o processing g ox
preset matrix text 5 e different 2 e
corresponding obtain a 5 eee method 2 oo
vector soe artificial 050 models 5 e obtained 2 oo

embodiment accuracy on 5 see obtain 2 e
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Step 3 5 i K35, 5 i MFIL LB A

DASHBOARD  um.EN_zH, engiish = Manage corpus

Word Sketch ® Word Sketch Difference
Collocations and word combinations © Compare collocations of two words
e = Thesaurus =.= Concordance
= Synonyms and similar words = = [Fxamples of use in context

Download corpus

[\ [\
txt vert

Plain text Vertical TMX
Without part-of-speech tags One token per line with part-of- For aligned multilingua
and lemmas speech tags and lemmas corpora

More settings ~

CLOSE




Step 3 <+ K5, 7 BIFLATE XM

> lim_en_zh english.vert

<doc id="file37@40153" filename="LLM EN_ZH.xlsx" parent_folder="upload">
<align>

<s>

The DT the-x

embodiment | NN | embodiment-n

of IN of-1

rt \X o the DT the-x
ve ° invention NN |inventio

-n
provides VVZ provide—q

‘£ Y= ) —_— Yy a DT a-x

1,p v 1p ;I;JE text NN text-n
processing NN processing-n
method! NN | method-n
and CC and-c
device | NN | device-n
<g/>
] ] »—X
electronic| JJ | electronic-j
equipment | NN | equipment-n
and CC and-c
a DT _a-x
storage NN | storage-n
medium | NN | medium-n

<g/>




Step 3 - RiE. 5 HBIEICIUE X

4P lim en zh englishvert lim_en_zh_english.tmx

version="1.0" encoding="UTF-8" standalone="no
version="1.4

xml:lang="en The embodiment of the invention provides a text processing method and device, electronic
equipment and a storage medium, and belongs to the technical field of artificial intelligence.

xml : lang="zh-Hans A HiE EE fl Bt T — fh XEF UNEB A% . EE . HT 8% Uk #W s, BT AT
B &R @ .

)
tmx X1+
¢ xml:lang="en The method comprises the steps that obtained to-be-processed initial text information is
v v v input into preset large language models, initial features correspondingly output by all the large language models are
£ ' obtained, and the large language models comprise target large language models of different model structures and a
}X?p % 1%16 "2 'ﬁ plurality of heterogeneous large language mode}lf;;
ZAE IR BB &S AE K A XK S8 25 A E MR KN K I8 .
I

xml:lang="zh-Hans

B8 & N KBS RE XN W 0 9% FE , X B RE 9 R 58 AR 0 Bfs XK 55 B2 A %

B_a

xml:lang="en based on each vector conversion matrix corresponding to the target large language model and
the model structure of each heterogeneous large language model, performing mapping processing on any initial feature
to obtain a mapping feature corresponding to each large language model in the same vector space; and determining a
target feature based on the plurality of different mapping features,

xml : lang="zh-Hans ET 5 Birn X B8 BH R & P B K 85 BE B BR £ Wi M & I mE &R
HEE , X EE — A A RE T B AR, BE £ R— mME 8 T & S K 155 KR WM B B RHE ;

xml:lang="en and performing inverse mapping processing on the target feature based on the target large
language model to obtain target text information corresponding to the initial text information.

xml: lang="zh-Hans ET % > TR 1 & 5 BE Bis FE , #F £F Binr K 55 EE X Bin FHE #HT &
BRE AR, 19 414 XA (R WM B Bir X& 58 .
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HiEENE T . AntConc

http://www.laurenceanthony.net/software/antconc/

@ AntConc
File Edit Settings Help
Target Corpus KWIC  Plot File  Cluster  N-Gram  Collocate  Word  Keyword  Wordcloud
(= T Total Hits: 08 Page Size | 100 hits | | L9 1to 98 of 08 hits ]
Files: 1
Tokens: 227042 File Left Context Hit Right Context
UNcorpora.EN.txt 1 UMcorpora.ENtxt Fase, Burundi, Cambadia, Camercon, Canada, Cape Verde, Chad, Chile, China, Colombia, Comoros, Costa Rica, C7ted ' lvoire, Croatia,
2 UMcorpora.EN.txt Faso, Burundi, Cambedia, Camerocon, Canada, Cape Verde, Chad, Chile, China, Colombia, Comoros, Costa Rica, C7ted ' lvoire, Croatia,
3 UMcorpeora.ENtxt Fase, Burundi, Cambedia, Camercon, Canada, Cape Verde, Chad, Chile, China, Colombia, Comoros, Costa Rica, CTted ' lvoire, Croatia,
9 4 UMcorpora.EN.txt Faso, Burundi, Cambedia, Camerocon, Canada, Cape Verde, Chad, Chile, China, Colombia, Comoros, Costa Rica, C7ted ' lvoire, Croatia,
U T F - 8 ﬁ E : 5 UMcorpora.EN.txt Fase, Burundi, Cambedia, Camercon, Canada, Cape Verde, Chad, Chile, China, Colombia, Comoros, Costa Rica, CTted ' lvoire, Croatia,
— 6 WUMcorpora.ENtxt ria, Burkina Fase, Burundi, Cambedia, Canada, Cape Verde, Chad, Chile, China, Colombia, Comoros, Costa Rica, C7ted ' lvoire, Croatia,
3‘ = ) v 7 UMcorpora.ENtxt ria, Burkina Faso, Burundi, Cambodia, Canada, Cape Verde, Chad , Chile, China, Colombia, Comoros, Costa Rica, CTted ' lvoire, Croatia,
J ‘ 8 UMcorpera.EN.txt Faso, Burundi, Cambedia, Cameroon, Canada, Cape Verde, Chad, Chile, China, Colombia, Comoros, Costa Rica, C7ted ' lvoire, Croatia,
9 UMcorpora.EN.txt Faso, Burundi, Cambodia, Camercon, Canada, Cape Verde, Chad, Chile, China, Colombia, Comoros, Costa Rica, CTted ' lvoire, Cuba,
10 UMcorpora.ENtxt |, Burkina Fasc, Burundi, Cambedia, Cameroon, Cape Verde, Chad, Chile, China, Colombia, Comoros, Costa Rica, CTted ' lvoire, Cuba,
11 UNcorpora.EN.txt Faso, Burundi, Cambedia, Cameroon, Canada, Cape Verde, Chad , Chile, China, Colombia, Comoros, Costa Rica, C Tted ' lvoire, Croatia,
12 UMcorpora.ENtxt Fase, Burundi, Cambadia, Camercon, Canada, Cape Verde, Chad, Chile, China, Colombia, Comoros, Costa Rica, CTted ' lvoire, Cuba,
13 UMcorpora.EN.txt Fase, Burundi, Cambedia, Camercon, Canada, Cape Verde, Chad, Chile, China, Colombia, Comoros, Costa Rica, C7ted ' lvoire, Cuba,
14 UMcorpera.EN.txt 3m | Bulgaria, Burkina Faso, Cambodia, Cameroon, Canada, Chad, Chile, China, Colombia, Comoros, Costa Rica, Croatia, Cuba, Cyprus,
15 UMcorpora.ENtxt ssalam , Burkina Fase , Burundi, Cambodia, Camercon, Cape Verde, Chile, China, Colombia, Comoros, Costa Rica, C7ted ' lvoire, Cuba,
16 UMcorpeora.EN.txt russalam , Bulgaria, Burkina Fase , Burundi, Cambodia, Cape Verde, Chile, China, Colombia, Comoros, Costa Rica, CTted ' lvoire, Croatia,
17 UMcorpora.EN.txt urkina Faso , Burundi , Cambuedia, Cameroon , Canada , Cape Verde , Chile China Colombia, Comoros, Costa Rica, C7ted ' lvoire, Croatia
Search Query Words [] Case [] Regex Results Set Context Size
China v|| st | CJiAdvSearch]
Sort Options | Sort to right v/ Sot1|1IR  ~|So2 2R  ~|Sort3 3R v/ Orderbyfreq ~|
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AntConc # % 1: 4| 3¥ corpus

@ AntConc - Corpus Manager O x

Corpus Source

O Corpus Database © RawFile(s) ) Word List

Target Corpus Reference Corpus

Active Corpus Database
Raw Files Corpus Builder

Save Close Swap (with reference)
Corpus name I:orizon_game I

Corpus name Herizon_game.db

Corpus files [ Description
I Add File(s) | Add Directory Clear Mo. of files 1 Cateogry Description

Horizon_EM.txt full_name Harizon_game
short_name Horizon_game
file_count 1
token_count 1610
type_count 735
encoding utf_8 sig

token_definition  [\p{L}]+
ignore_header False
ignore_items False

number_replace  False

format raw_files
| ¥ indexer_type word
indexer simple_word_indexer

Basic Settings

¥ |Indexer, Encoding, Token Definition

Indexer simple_word_indexer ~
Encoding O UTF-8 O Cther Unified Chinese [gb18030]
Token Definition Show Token Definition Settings

Advanced Options
P Metatable Tables(s)

» Headword/Grouping List

[

Return to Main Window



AntConc ¥ %2: R B/ H 7 %

® AntConc ' @ AntConc - Global Settings O x

File Edit Settings Hel
g p Category Tool Filters Reset
Target Corj Global Settings Ctrl+G t Colors Bc ster;’m(:ollocatefWord!Keg,word;’Wordcloud Results
. Files
Name: Ho Tool Settings Ctrl+T Fonts () Use words in file | @ Hide words in file
; L Directi
Files: 1 SZ:E‘C‘::;E rection Add File / Preview Clear
Tokens: 1610 . pv—p——
Restore Settings HiEAE SRR bt
Statistics s
Tags

l|TooI Filters | |




AntConc J %3: 1A M. BEKWICH

& AntConc
| File Edit Settings Help

Target Corpus KWIC  Plot File Cluster  N-Gram  Collocate Word  Keyword  Waordcloud
| :la"‘e’ :""iz"”-ga"‘e Types 651/651 Tokens 1610/1610 PageSize 100hits (3 1to 100 of 651 hits ©
iles:
| Tokens: 1610 Type  Rank Freq Range
Horizon_EN.bd 1 the 1 62 1
2 to 2 46 1
3 a 3 35 1
4 you 3 35 1
5 of 5 32 1
6 i & 26 1
T it 7 25 1
& that 8 23 1
9 and 9 22 1
10 counselor 10 21 1
1M s 1 20 1
12 be 12 16 1
13 in 13 15 1
14 not 14 14 1
15 aloy 15 13 1
16 for 15 13 1
17 was 15 13 1
18 on 18 12 1
19 this 19 1 1
20 if 20 10 1
Search Query @ Words (| Case [_] Regex
v Start ) Adv Search
Sortby Frequency ~ [ Invert Order
Progress _‘IDGI% 4
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% WordSmith Tools 6.0

®E. s i
1.5 . LA E. AL
. EI

2 A M BpSRmA R A,
e AEAA 2T A48

3. X A SCHALE . Tl K
B R E

k5

1.8 b3k & FEATH1E A

2INREMP AR E: BRI
B, BmT @ T Ae A A At :

%, % #1AntConc. i

About

|Eng|i5h Arial




NiEEHRLE T . ParaConc

! & BFsU ParaConc 1.2 N S

Settings QUery About

AN SI «)% Ig 1 B — :jExdude
ﬁn ‘(ﬁ %‘E ~

et

7. EREREGES RN T ﬁﬁ?&ﬁﬂﬁ:"‘ﬂ B3 w\iE’Jﬁﬁﬁﬁ RHAME

’fa 7%"3]‘ J/X/ﬁl] g SRVTIR X LA+ RSB RN (0 cormore 2 o e o5

XX‘iﬁ i 1 7.Reiterates that the damaging exploitation and plundering of the marine and other
ﬂ

i natural resources of the Non- Self- Governing Territories , in violation of the relevant

resolutions of the United Nations , is a threat to the integrity and prosperity of those
Territories ; (INcorpora.EN.txt, line 1386)

(d) e + M EE AR IR FE TR TR AN S B A8 A IR A | A OB YR ]

Eﬁ;

2 1.431)

{(UNecorpora ZH.txt, Iin
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SnowNLP: F 3418 +18 1%
k. BREMT. RN
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PkuSeg: ZA4R3Kmid, ME
A TR AR R

THULAC: ‘3]7 j‘;é?\i—gl_l_ig] ']i%i’]—_?
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i SRS AR RS CorpusWordParser
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¥ X f 3h4017 B . CorpusWordParser.exe

B SR EER CorpusWordParser — O

B EuiHEs - W o - W OES - [ EIstRE bLA; []

KW AMAL B ORA - R (7

FE At 7 OB % . FE oan R Bh iR R4
A B OREE . A B B 5 B FE B BEx EHF
fA o AL R O . BE AEMm wn daR ] /) AL
g . BEg ] & IMF ek 7 — M xE . Al
Ml ARG Rzt B2 m okl WE TEA I & ' MW
=i BHE M SERM FE 8 4HME . A& IRE ot T At
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¥ CF M ARE T . Tree Tagger

'a TreeTagger for Windows 2.0 (Multilingual Edition) — O >
Eile
= o | Language settings Output settings
oose texi(s PR
) : & English  German  French  ltalian I Retain original paragraphs
Start tagging | ™ With lemmata in output

You are about to tag these files:

DA T /E\AR 52\2023\1- 37 FAZ S\ 8 4L 4 Bh B iR\ - AR\ 5 8L FE T B J% 8 ) FE 6 4 A [ 1\2_Case\d-3% 37 i) ' b7 7F \Localization_RC
Click the "Tag files now" button to start tagging.

Tagging "DAT.{FVA 22\2023\1- 5 KN\FZAVK E N SEAL G0 B 38 e\ -URR\S-15 0L F T B 2B KR @) N T 1\2_Cased- 5 30 1A P biviE \Localiz
POS tagging complete.

etting VVG to TO the DT Bottom NP of IN Localization NP - NN
at WP Is VBZ the DT Payback NN ? SENT

Despite IN compelling JJ arguments NNS for IN localization NN , ,
ny JJ firms NNS are VBP still RB struggling VVG with IN

figuring VVG out RP how WRB to TO justify VV the DT effort NN >

. _SENT ANSI Z& 25 19
The DT cost NN of IN localization NN happens VVZ to TO be VB TXT‘K/H-_
very RB small JJ] compared VVN to TO the DT big JJ

international JJ revenue NN it PP can MD help VV generate VV
. _SENT

But CC most JJS firms NNS shortchange VV their PP$
localization NN budgets NNS . SENT

Even RB though IN their PP$ work NN constitutes VVZ a DT
relative JJ bargain NN , , localization NN practitioners_ NNS
still RB have VHP to TO prove VV their PP3$ wvalue NN to TO
corporate JJ budgeters NNS mindful JJ of IN post—Enron NN
accounting NN scrutiny NN and CC the DT morning—after JJ
internet NN malaise NN . SENT




¥ FE M ARE T E . Tree Tagger

» Sketch grammar () @ English 3.3 for TreeTagger pipeline v2 (recommended)
H AR A tree

tagger éﬁﬁ_é& O Universal-generic-1.0

(O None (no word sketches)

The following steps are necessary to install the TreeTagger (see below for the Windows version). Download the files by right-clicking on the link. Then select "save file as". All
files should be stored in the same directory.

1. Download the tagger package for your system (PC-Linux, Mac OS-X (Intel), Mac OS-X (M1), ARM64, ARMHF, ARM-Android, PPC64le-Linux).
If you have problems with your Linux kernel version, download this older Linux version and rename it to tree-tagger-linux-3.2.5.tar.gz.
. Download the tagging_scripts into the same directory.
. Download the installation script install-tagger.sh.
. Download the parameter files for the languages you want to process.
. Open a terminal window and run the installation script in the directory where you have downloaded the files:
sh install-taggersh
. Make a test, e.g.
echo 'Hello world!" | cmd/tree-tagger-english
or
echo 'Das ist ein Test." | cmd/tagger-chunker-german
. You also might want to have a look at my new part-of-speech tagger RNNTagger.
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1% F| Abbyy Alignerst 3

New Project * - ABBYY Aligner
File Edit Actions Tools Help

(1] = Hisave e | ¥ Check Alignment ™ Next Error
New Open Project #3Export to TMX | Align | E Settings
No | English

™% Previous Error

£ Undo = [ Separator “i:Mark @Up X
“ Redo | Merge [ESplit Fragment ==Match [EDown Delete

~ | [F:\BaiduSyncdisk\UIBE\¥Eif 2% i\ #02%\2025 B\HWf-CAT\¥ ~ | &= | Chinese € v [F:\BaiduSyncdisk\UIBE\Jif ¥R \&2¥\2025 HAFM-CAT\Y v | &

The embodiment of the invention provides a text processing method
and device, electronic equipment and a storage medium, and belongs
to the technical field of artificial intelligence.

—

AHIELHEGHRM T —F AR RE. BT RELUK
TR, B AN T BEROR U

Abbyy Aligner.zip 4%3%:
https://pan.baidu.com/s/1s 16
kuCn1Dig33PFC6ga7w?pwd=ta

~

b FRERAD: tarb

J

The method comprises the steps that obtained to-be-processed initial
text information is input into preset large language models, initial
features correspondingly output by all the large language models are
obtained, and the large language models comprise target large
language models of different model structures and a plurality of
heterogeneous large language models;

AR EAE: SR R B BIWE SCAME B Al N BT
BRI S B, 1538408 5 AU R H RV A R IE
%K%E%ﬂ@ﬁﬁﬂﬁm$ﬁmEﬁiﬁ%ﬁﬂﬂ%¢%m
5 SR

based on each vector conversion matrix corresponding to the target
large language model and the model structure of each heterogeneous
large language model, performing mapping processing on any initial
feature to obtain a mapping feature corresponding to each large
language model in the same vector space; and determining a target
feature based on the plurality of different mapping features,

T 5 BARE 5 B L RS F KR 5 R A A 45y xt
{9 A R BRSO ME, SHER — M YGRS T IR AT AL 2,
1324 R — [ B2 (8] B AN KIE 5 AT R BR S 41 5

and performing inverse mapping processing on the target feature
. based on the target large language model to obtain target text
mformation corresponding to the initial text information. The
accuracy of the output target text information can be improved.

T 2NN RRIRAT S IER T B AR IE, FFE T HRNE 3
RUXS B AR IEEAT IR A28, 1R BIWIASCAAS BT MY H A7
WAMER . AHIFRERIR & A B AR SO S BRI HERE .
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[hswamax SoaE | A s T=LhB =B | Tt X i O =
No. = #WiEE: z=x v | Localization_ROldoc | #AES: oz v | Localization_ROI_ZH-CN.doc R

1 Getting to the Bottom of Localization — What |s the Payback? THEMEHRE - BB
5 Despite compelling arguments for localization, many firms are still struggling wit  EEFRMEEFETHTISEE, T35 A7 MMAENW E T kA .

h figuring out how to justify the effort.
. The cost of localization happens to be very small compared to the big internatio  FEHikFIRE R S == £ M E A ER A ABHER ) -

nal revenue it can help generate.
4 But most firms shortchange their localization budgets. B2 X &0 A ARl Eht 6 -

Even though their work constitutes a relative bargain, localization practitioners s BEEM{NA LR T —MEMER « M LA GREEERE I HEER
5 till have to prove their value to corporate budgeters mindful of postEnron accoun  #iEBR /G SR 4S5 g B RZRERRE -

ting scrutiny and the momingafter internet malaise.

This report analyzes the ability of localization projects — that iz, the translation a  F3B&9iT T EMEITER D - A= BS . THHE0E M RREEY
&  nd adaptation of products, services, supporting materials, and infrastructure for ~ BIERIE MR, MHEIREAPBFENE-

other markets — to create demonstrable shareholder value.
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Getting to the Bottom of Localization — What Is the Payback?

Despite compelling arguments for localization. many firms are still struggling wit
h figuring out how to justify the effort.

The cost of localization happens to be very small compared to the big internatio
nal revenue it can help generate

But most firms shortchange their localization budgets.

Even though their work constitutes a relative bargain, localization practitioners s
till have to prove their value to corporate budgeters mindful of postEnron accoun
ting scrutiny and the momingafter intemet malaise.

This report analyzes the ability of localization projects — that is. the translation a
nd adaptation of products, services. supporting materials, and infrastructure for

other markets — to create demonstrable shareholder value.

BIRES: v ‘LocalizationfROLZH—CN.doc |

FMEMAERE - EiRAE?
EEEMETTIIHZSIE . ITHEATRESENTE - EMERNRR -

FMERIEES T =L A BB AR -
BE A O ARERNAE LR -
EEMNALEEST—MEE5 « i ARBREEGEF

SR EESEMN S ENERRBEANNE-

FREDT TEMLAEES - A=A, RS SSHEMEanEhmiEe
FUEEAnehE . ISR ERRREMNE-

2. \Abbyy Aligner

S

New Project * - ABBYY Aligner

File Edit Actions Tools

New Open Project! # Export to TMX | Align | [ Settings

No

Help
[41Save Eﬂ # Check Alignment % Next Error
% Previous Error

English v ||F:\BaiduSyncdisk\UIBE\#Eifi ¥ B\ \2025 BK\HIM-CAT\Y ~ | &=

= Undo = WSeparator “:Mark [@Up @
“Reco | Merge [@ESplit Fragment = Match [EDown Delete
Chinese € v ||F:\BaiduSyncdisk\UIBE\ ¥ iff ¥ pi\ 8 \2025 B\hIt-CAT\Y v | &=
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The embodiment of the invention provides a text processing method
and device, electronic equipment and a storage medium, and belongs
to the technical field of artificial intelligence.

AFIE LRI T AR i, R, TR
1EiE B, BT A LB A .

The method comprises the steps that obtained to-be-processed initial
text information is input into preset large language models, initial
features correspondingly output by all the large language models are
obtained, and the large language models comprise target large
language models of different model structures and a plurality of
heterogeneous large language models;

RS HPIRECEI AR AR ER A HT AL SCAS B A ZE T
WRTRIE S A, B3R T A R LRI RIIR R L
» KiE SRR SRR B b SRR £ 71

HKiE S A,

based on each vector conversion matrix corresponding to the target
large language model and the model structure of each heterogeneous
large language model, performing mapping processing on any initial
feature to obtain a mapping feature corresponding to each large
language model in the same vector space; and determining a target
feature based on the plurality of different mapping features,

BT 5 HiFAE SR L R R AR SRR B AL A 3t
BL & FEARGERE, IMERE DR LT B A,
FIE R — B[ F &4 08 SRR R ARG 1E

and performing inverse mapping processing on the target feature
based on the target large language model to obtain target text
information corresponding to the initial text information. The
accuracy of the output target text information can be improved.

ET 2 A FR R FACLOE HARFFiL, JFE T HirkiE S
RS HARFFACHEAT W A 1R, PR BN A6 (S B0 LT H FR
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Getting to the Bottom of Localization — What Is the Payback?

Despite compelling arguments for localization, many firms are still struggling with figuring out how

to justify the effort. The cost of localization happens to be very small compared to the big

international revenue it can help generate. But most firms shortchange their localization budgets.

Even though their work constitutes a relative bargain, localization practitioners still have to prove

their value to corporate budgeters mindful of post-Enron accounting scrutiny and the morning-

after internet malaise. This report analyzes the ability of localization projects — that is, the

translation and adaptation of products, services, supporting materials, and infrastructure for other

markets — to create demonstrable shareholder value.
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tmx ~ S D

<?xml version="1.8" encoding="UTF-8"?>
<tmx version="1.4">
<header creationtool="Manual Creation" creationtoolversion="1.@" segtype="sentence" o-tmf="unknown" adminl:
<body>
<tu>
<tuv xml:lang="en">
<seg>Getting to the Bottom of Localization - What Is the Payback?</seg>
</tuv>
<tuv xml:lang="zh-CN">
<seg>LHAHIYEIIRAS - [ElIRIAIER? </seg>
</tuv>
</tu>
<tu>
<tuv xml:lang="en">
<seg>Despite compelling arguments for localization, many firms are still struggling with figuring out
</tuv>
<tuv xml:lang="zh-CN">
<seg> REFMUGFDHANSEIE, TS RANAB I EIHEARMEIEE. </seg>
</tuv>
</tu>
<tu>

<tuv xml:lang="en">
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en—zh-localization [en—US—>zh—CH]
1 Getting to the Bottom of Localization — What Is the Payback?
Despite compelling arguments for localization, many firms are still
2 struggling with figuring out how to justify the effort.
3 The cost of localization happens to be very small compared to the
big international revenue it can help generate.
4 But most firms shortchange their localization budgets.
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Even though their work constitutes a relative bargain, localization
practitioners still have to prove their value to corporate budgeters
5 . 3 . -
mindful of post-Enron accounting scrutiny and the morning-after
internet malaise.
This report analyzes the ability of localization projects — that is, the
translation and adaptation of products, services, supporting
materials, and infrastructure for other markets — to create
demonstrable shareholder value.
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E 7 30-day free trial

https://auth.sketchengine.eu/#register

&SKETCH
ENGINE 2 JieHuang

Sign up

® 2

Free 30-day trial Individual user account

The complete functionality, 300+ corpora, 90+ languages. May An academic or commercial use conducted by a single person.

contain advertising.

o0 ﬁ
PSS N
Multi-user account Join a multi-user account

An academic or commercial use conducted by an institution. An access code is required.



4| 3% 15§} EE—create corpus

Arabic Web 2018 (arTenTen18) Arabic 4,637,956,234
Chinese Web 2017 (zhTenTen17) Simplified Chinese 13,531,331,169
Dutch Web 2020 (nlTenTen20) Dutch 5,890,009,964
English Web 2021 (enTenTen21) English 52,268,286,493
French Web 2023 (frTenTen23) French 23,874,070,858
German Web 2020 (deTenTen20) German 17,512,733,172
Hindi Web 2021 (hiTenTen21) Hindi 792,395,313
Italian Web 2020 (itTenTen20) Italian 12,451,734,885

Japanese Web 2011 (jaTenTen11) Japanese 8,432,294,787

v/

Korean Web 2018 (koTenTen18) Korean 1,668,851,720
2 842 corpora

[0 show description ADVANCED SEARCH | CREATE CORPUS
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S8 CREATE CORPUS English Web 2021 (enTenTen21)

CREATE CORPUS

Build your own private corpus from texts on the web or from your own

documents.

Name 2024 _spring_CAT

Corpus type @ Single language corpus
O Multilingual corpus

Language English

Description  Game

Storage used: 0 of 1,000,000 words (0%)
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CORPUS: 2024 spring_CAT ngiish

ADD TEXTS

@ O

Find texts on the web | have my own texts

Automatically find and download relevant texts Upload your own files (.txt, .pdf,...) or paste text
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Input type

@ \Web search

Input some words and phrases that define the topic of the new corpus.
Words will be randomly selected and groups of 3 will be sent to the

Bing search engine. The web pages that Bing returns will be
downloaded and processed into a corpus. Input between 3 and 20
words or phrases.

Hit ENTER after each one.
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Select web pages to download

The selected web pages will be downloaded. Deselect those that should be skipped. A page may be removed after the downl
match your denylist settings, allowlist settings or size restrictions. Check the settings now (Your current selection will be lost.)

Filter

SELECT VISIBLE DESELECT VISIBLE EXPAND ALL COLLAPSE ALL

~/ game terminology e game localization e video game (23/23 selected)  #

AN N N NN N N NN NN

blog.andovar.com/games-translation-ultimate-guide
ehlion.com/magazine/gaming-terminology/
en.wikipedia.org/wiki/Glossary of video game terms
gengo.com/industry-translation/video-game-translation-services/
j-entranslations.com/what-skills-do-i-need-to-be-a-game-translator-part-1-translation-skills/
link.springer.com/chapter/10.1007/978-3-030-42105-2 15
link.springer.com/chapter/10.1007/978-3-030-88292-1 3
multiplatform.com/news/demystifying-game-terminology-in-video-game-localization-ptw-s-experience/
research-information.bris.ac.uk/en/publications/terminology-management-in-game-localization
smartcat.com/blog/game-localization/

academia.edu/6639017/Challenges _in video game localization An integrated perspective
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2024_8 prlng_CAT / user/jie.huang/corpus_2024_spring_cat e created March 29, 2024 at 5:56:47 PM >

Game
MANAGE CORPUS MANAGE SUBCORPORA COMPARE CORPORA TEXT TYPE ANALYSIS

GENERAL INFO COUNTS © TEXTTYPES © TEXT TYPE ANALYSIS
Language: English Tokens 80452
<doc> (7) 22 v
Domain name, doc.urldomain 16 E
TAGSET
- Sentences 3448 FileID, doc.id 2 B
Paragraphs 859 File name, doc.filename 2 8
Documents 22 Folder, doc.parent_folder 18
Top level domain, doc.tld 5 B
URL, doc.url 2 3
Website, doc.website 6 B
LEXICON SIZES @ COMMON TAGS
<g>(0) 16,718 v
, —_— .
word 11,186 adjective J. <s> (0) 3448
tag 62 adverb RB.? <p> (0) 859 Vv
lempos’ 8,427 conjunction cC <im1> (0) 2 v
pos 9 determiner DT <Image> (0) 2 v
lemma 7,960 noun N.* <txt2> (0) 1 v

numeral
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KEYWORDS

SINGLE-WORDS v/

2024 _spring_CAT

MULTI-WORD TERMS v

e reference corpus: English Web 2021 (enTenTen21)

Lemma

Ilm ssse
lIms ove
Imms L
arxiv ove
Imm see
chatgpt soe
gpt_4 sesn
multimodal ove
preprint sos
mm-lims ove

Lemma
openai
multi-modal
llava
pre-trained
modality
peft

sft

mm-lim
gpt-3

models

sse

sse

(L1}

sse

sse

(LT}

sse

Lemma

generative
ai-native
pre-training
lIm-based
gpt-4v
imagebind
vit

next-gpt
g-former

webvoyager

Lemma
instructibility
vision-language
cvf

cogvim

rihf

fine-tuning
blip-2
image-text
vicuna

instructblip

(e

Lemma
eva-clip

Xu

chatbot
human-like
llama

zhao
neuro-symbolic
encoder
zhang

tangibility

©

LLT

LLT]

LLT]

LLT]

aee

LLT]

Do

Rows per page: 50 1-50 of 100 1 /2 > >l
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MANAGE CORPUS | 2024spring.car < |
CORPUS: 2024 _spring_CAT ngish) /

Game
Browse Make bigger Share Download
View documents and folders, edit Add texts to corpus Share corpus with other users Download corpus to your drive
metadata
A x] = o
(X om
Compile Delete Subcorpora Configure
Compile corpus or change compiler Remove corpus permanently Manage subcorpora Change corpus configuration
settings
Logs New corpus

View corpus logs Create new corpus




Pricing

o

SKETCH Home  News & Events Pricing Guide Aboutus Contact

ENGINE

ACADEMIC PERSONAL SUBSCRIPTION

| am in an academic environment and | do not conduct lexicography or

non-academic activities.

Your country: other country :

Subscription Space Total
billing period for your own user corpora
quarterly monthly 82.68 €
82.68 € 24.24 € 8.81€ 1 million words for per year excluding VAT

+ |

i——}
82.68 ¢ 0.00
peryear per year

No quota is needed to access the preloaded
corpora. 1 million words are included free for
you to try the corpus building_tools.
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english-corpora.org/compare-sketchEngine.asp

English-Corpora.org @

corpora guides related resources users my account upgrade help

English-Corpora.org and SketchEngine are probably the two largest sites for online corpora. We believe that both sites provide valuable
resources for linguists, lexicographers, and language learners and teachers.

The following is a comparison of the two sites, for those who are already family with Sketch Engine, but are new to English-Corpora.org.
Admittedly (because this list is at English-Corpora.org), it is probably biased towards English-Corpora.org, and we invite you to look more in
depth at what Sketch Engine has to offer as well. Finally, if there is incomplete / incorrect information below, please let us know.

Feature

Corpora

Users / research

Sketch Engine

- Extremely wide (90+) range of languages,
and hundreds of corpora

- For English, very large web-based carpora,
as well as many other specialized corpora

- Linguistics and lexicographers, teachers and
learners, etc

English-Corpora.org

¢ Mostly English, as well as some for Spanish and Portuguese

* For English, perhaps the best suite of corpora for looking at variation:
genre-bhased, historical, and dialectal

s Largest corpora are iWeb (14 billion words) and NOW (14.6 billion
words and growing by ~250 million words each month)

- ~130,000 distinct users each month, including about 80,000 registered
users

- ~300 universities have academic (group) licenses, as well as large
government-funded licenses

- More than 16,500 registered "researchers" (professors or graduate
students) in linguistics or language studies

- Cited in more than 10,000 academic publications, including more than
5,000 in the past five years

- The data (e.g. full-text, word frequency) is used by hundreds of
companies, including Google, Amazon, Microsoft, IBM, Samsung; Merriam-
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